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Abstract 
Speaker indexing (tracking) is the process of 
following who says something in a given speech 
signal. In this paper, we propose a new set of robust 
prosodic features for automatic text-independent 
speaker indexing system. LP analysis is used to extract 
the prosodic information from the source speech 
signal. This prosodic information is speaker specific. 
In this  approach, instead of capturing the distribution 
of feature vectors correspond to vocal tract system of 
the speakers, the time varying speaker-specific 
prosodic characteristics are captured using Linear 
Prediction (LP) residual signal of the given speech 
signal. MFCC features are extracted from the source 
speech signal, which contains prosody and speaker 
specific information. In this paper, we propose 
effective modeling of prosodic features using support 
vector machine. 
Keywords: Speaker Indexing, Prosodic Feature, 
LPC, MFCC, SVMs. 

1. Introduction 

Speaker recognition is the process of 
automatically recognizing who is speaking on 
the basis of individual information included in 
speech waves. Speaker Recognition is basically 
divided into speaker identification and speaker 
verification [1]. A speaker identification system 
gets a test utterance as input. The task of the 
system is to find out which of the training 
speakers made the test utterance. So, the output 
of the system is the name of the training speaker, 
or possibly a rejection if the utterance has been 
made by an unknown person. Verification is the 
task of automatically determining if a person 
really is the person he or she claims to be. This 
technology can be used as a biometric feature for 
verifying the identity of a person in applications 
like banking by telephone, voice dialing 

telephone shopping, information services, voice 
mail and security control for secret information 
areas. Speaker recognition technology is the 
most potential technology to create new services 
that will make our everyday lives more secured. 
Another important application of speaker 
recognition technology is for forensic purposes. 
Speaker recognition has been seen as an 
appealing research field for the last decades 
which still yields a number of unsolved 
problems. 
In these existing speaker recognition systems, it 
is supposed that the input speech belongs to one 
of the known speakers. However, in many 
applications, such as in a real-time conversation 
or news broadcasting, the speech stream is 
continuous and there is no information about the 
beginning and end of the speech segment of a 
speaker. Therefore, if we need to index speech 
streams based on speaker or to perform video 
content analysis based on audio track, it is 
necessary to find speaker change points first in 
such applications before the speaker can be 
identified. This procedure is called speaker 
segmentation, or speaker change detection. 
Furthermore, speaker indexing (tracking), which 
clusters a speech stream by speaker identities, 
can be performed based on the results of speaker 
segmentation. Speaker tracking is also essential 
in many applications, such as conference and 
meeting indexing [2], audio/video retrieval or 
browsing [3, 4], speaker adaptation [5] for 
speech recognition, and video content analysis. 
Traditionally, the speaker recognition task 
supposes that training and testing are composed 
of mono-speaker records. Then, to handle this 
kind of multi-speaker recordings, some 
extensions of the speaker recognition task are 
needed, such as 
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• The N-speaker detection which is 
similar to speaker verification. It 
consists in determining whether a set of 
target speakers are speaking in a 
conversation. 

• Speaker tracking that consists in 
determining if and when a target 
speaker speaks in a multi-speaker 
record.  

• Speaker segmentation that is close to 
speaker tracking but there is no 
information about the identity and 
number of speakers present. The aim of 
this task is to determine the number of 
speakers and also when they speak. This 
problem corresponds to a blind 
classification of the data, and the result 
is a partition in which every class is 
composed of segments of one speaker.  

In this paper, we focus on the problem of speaker 
segmentation, detection and tracking in multi-
speaker audio recordings using speaker 
biometrics. With the work presented here, our 
aim is to explore a new set of robust prosodic 
features for speaker segmentation and speaker 
diarization system.  
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

Fig. 1 Block Diagram of a typical speaker-
indexing system. 

A baseline speaker-indexing system architecture, 
which was followed in this work, is shown in 

Fig. 1. First, the audio signal is processed in an 
audio segmentation module, where time-stamps 
are produced at the locations of detected acoustic 
changes. Audio data are thus partitioned into 
small homogeneous segments labeled by starting 
and ending time of each segment (segments: [sti, 
eti] in Fig. 1). It is expected that each such 
segment should contain data from just one 
acoustic prosodic, i.e. speech from one speaker 
or non-speech data corresponding to music, 
silence or other non-speech prosodic. Therefore, 
the obtained segments should be additionally 
divided to those, which contain speech or non-
speech data. This is done in a speech detection 
module. Non-speech segments are marked as 
[NS, sti, eti] in Fig. 1, and are discarded from 
further processing. Only speech segments are 
then passed through a speaker clustering module. 
The aim of a speaker clustering is to merge 
speech segments from each speaker together, a 
major issue being that the information of 
speakers and the actual number of speakers are 
unknown a priori and need to be automatically 
determined. At this stage, just relative speaker 
labels are produced and segments are marked 
with automatically derived cluster names 
(segments [Ci, sti, eti] in Fig. 1). The true 
identities of the speakers are obtained in a 
speaker identification module in the next stage. 
Here, a multiple speaker verification of each 
cluster is performed. Speaker identification 
module is capable to recognize just those 
speakers, who are presented in the repository of 
the target speakers and are previously enrolled 
into the system. Speech data from clusters, 
which do not correspond to any of the speakers 
from target group, should be marked as unknown 
speaker data and are discarded from further 
processing. 
Speaker recognition is the process of 
automatically recognizing who is speaking on 
the basis of individual information included in 
speech waves. Speaker Recognition is basically 
divided into speaker identification and speaker 
verification [1]. A speaker identification system 
gets a test utterance as input. The task of the 
system is to find out which of the training 
speakers made the test utterance. So, the output 
of the system is the name of the training speaker, 
or possibly a rejection if the utterance has been 
made by an unknown person. 
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2. Prosodic Features 

Prosody refers to non-segmental aspects of 
speech, including for instance syllable stress, 
intonation patterns, speaking rate and rhythm. 
One important aspect of prosody is that, unlike 
the traditional short-term spectral features, it 
spans over long segments like syllables, words, 
and utterances and reflects differences in 
speaking style, language background, sentence 
type, and emotions to mention a few. A challenge 
in text-independent speaker recognition is 
modeling the different levels of prosodic 
information (instantaneous, long-term) to capture 
speaker differences; at the same time, the features 
should be free of effects that the speaker can 
voluntarily control. 
The most important prosodic parameter is the 
fundamental frequency (or F0). Combining F0-
related features with spectral features has been 
shown to be effective, especially in noisy 
conditions. Other prosodic features for speaker 
recognition have included duration (e.g. pause 
statistics, phone duration), speaking rate, and 
energy distribution/modulations among others 
[27, 29, 44, 46]. Interested reader may refer to 
[46] for further details. In that study, it was found 
out, among a number of other observations, that 
F0-related features yielded the best accuracy, 
followed by energy and duration features in this 
order. Since F0 is the predominant prosodic 
feature, we will now discuss it in more detail. 
Reliable F0 determination itself is a challenging 
task. For instance, in telephone quality speech, F0 
is often outside of the narrowband telephone 
network passband (0.3.3.4 kHz) and the 
algorithms can only rely on the information in the 
upper harmonics for F0 detection. For a detailed 
discussion of classical F0 estimation approaches, 
refer to [36]. More recent comparison of F0 
trackers can be found in [33]. For practical use, 
we recommend the YIN method [34] and the 
autocorrelation method as implemented in Praat 
software [30]. 
For speaker recognition, F0 conveys both 
physiological and learned characteristics. For 
instance, the mean value of F0 can be considered 
as an acoustic correlate of the larynx size [45], 
whereas the temporal variations of pitch are 
related to the manner of speaking. In text-
dependent recognition, temporal alignment of 
pitch contours have been used [28]. In text-
independent studies, long-term F0 statistics - 
especially the mean value have been extensively 
studied [31, 37, 40, 43, 47, 48]. The mean value 

combined with other statistics such as variance 
and kurtosis can be used as speaker model [29, 
31, 37], even though histograms [37], latent 
semantic analysis [32] and support vector 
machines [46] perform better. It has also been 
found through a number of experiments that 
log(F0) is a better feature than F0 itself [37, 48]. 
F0 is a one-dimensional feature, therefore 
mathematically, not expected to be very 
discriminative. Multidimensional pitch- and 
voicing-related features can be extracted from the 
auto-correlation function without actual F0 
extraction as done in [38, 39, 49] for example. 
Another way to improve accuracy is modeling 
both the local and long-term temporal variations 
of F0.  
Capturing local F0 dynamics can be achieved by 
appending the delta features with the 
instantaneous F0 value. For longer-term 
modeling, F0 contour can be segmented and 
presented by a set of parameters associated with 
each segment [26, 27, 41, 46, 47]. The segments 
may be syllables obtained using automatic speech 
recognition (ASR) system [46]. An alternative, 
ASR-free approach, is to divide the utterance into 
syllable-like units using, for instance, vowel 
onsets [42] or F0/energy inflection points [26, 35] 
as the segment boundaries. 
For parameterization of the segments, prosodic 
feature statistics and their local temporal slopes 
(tilt) within each segment are often used. In [27, 
47], each voiced segment was parameterized by a 
piece-wise linear model whose parameters 
formed the features. In [46], the authors used N-
gram counts of discretized feature values as 
features to an SVM classifier with promising 
results. In [35], prosodic features were extracted 
using polynomial basis functions. 

2.1 Prosodic Features in the LP Residual 
Speech signals, as any other real world signals, 
are produced by exciting a system with source. A 
simple block diagram representation of the 
speech production mechanism is shown in the 
Fig. 2. Vibrations of the vocal folds, powered by 
air coming from the lungs during exhalation, are 
the sound prosodic for speech.  Hence, as can be 
from Fig. 2, the glottal excitation forms the 
prosodic, and the vocal tract forms the system. 
One of the most powerful speech analysis 
techniques is the method of linear predictive 
analysis. The philosophy of linear prediction is 
intimately related to the basic speech production 
model. The Linear Predictive Coding (LPC) 
analysis approach performs spectral analysis on 
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short segments of speech with an all-pole 
modeling constraint [18]. Since speech can be 
modeled as the output of linear, time-varying 
system excited by a prosodic, LPC analysis 
captures the vocal tract system information in 
terms of coefficients of the filter representing the 
vocal tract mechanism. Hence, analysis of 
speech signal by LP results in two components, 
namely the synthesis filter on one hand and the 
residual on the other hand. In brief, the LP 
residual signal is generated as a by product of the 
LPC analysis, and the computation of the 
residual signal is given below. 

Fig. 2 Prosodic and System representation of 
speech production mechanism 

If the input signal is represented by nu  and the 

output signal by ns , then the transfer of the 

system can be expressed as,  

 
)(

)(
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zS
zH =    (1) 

Where )z(s  and )z(u  are z-transforms of 

ns and  nu  respectively.  

Consider the case where we have output signal 
and the system and have to compute the input 
signal. The above equation can be expressed as   
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Where )(
1)( zHzA =  is the inverse filter 

representation of the vocal tract system? 

Linear prediction models the output ns  as the 

linear function of past outputs and present and 
past inputs. Since prediction is done by a linear 
function, the name linear prediction. Assuming 

an all-pole for the vocal tract, the signal ns  can 

be expressed as linear combination of past values 

and some input nu  as shown below. 

∑
=

+−= −

p

k
GUSaSn nknk

1
  (5) 

Where G is a gain factor. 

Now assuming that the input nu  is unknown, the 

signal ns  can be predicted only approximately 

from a linear weighted sum of past samples. Let 

this approximation ofns  be, where 

∑
=

−−=
p

k
knkn saS

1

~
   (6) 

Then the error between the actual value Sn and 

predicted value is given by  nnn SSe
~−=  [20]. 

This error   is nothing but LP residual of signal is 
shown in Fig 3. 

 

Fig. 3 Actual signal and its LP residual 

The significance of the prosodic feature is 
illustrated in the Fig. 4. The speech utterances 
sampled at 8 kHz were collected from five male 
speakers over a microphone. All the speakers 
uttered the sound unit /aa/. The significant 
instants of the glottal excitation are computed for 
the five speakers.  The instants corresponding to 
the steady section of the utterances were 
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displayed in the Fig. 4.  It is clearly seen from the 
Fig. 4 that the periodicity of the instants of glottal 
excitation for each of the five speakers is 
different from that of the other’s.   As shown in 
the Fig.4, it is clearly evident that the prosodic 
features for different speaker are different. 

 

Fig. 4 Instants of significant excitations for 
five male speakers for the sound unit 

3. Feature Extraction of LP Residual 
Signal 

MFCC is the best known and most popular, and 
this feature has been used for gender 
identification. MFCC’s are based on the known 
variation of the human ear’s critical bandwidths 
with frequency. The MFCC technique makes use 
of two types of filter, namely, linearly spaced 
filters and logarithmically spaced filters. To 
capture the phonetically important characteristics 
of speech, signal is expressed in the Mel 
frequency scale. This scale has a linear 
frequency spacing below 1000 Hz and a 
logarithmic spacing above 1000 Hz. Normal 
speech waveform may vary from time to time 
depending on the physical condition of speakers’ 
vocal cord. Rather than the speech waveforms 
themselves, MFFCs are less susceptible to the 
said variations [12].  

3.1 Motivation to use Melfrequency 
Cepstral coefficients (MFCC) 

Since our interest is in capturing global features 
which correspond to source excitation, the low 
frequency or pitch components are to be 
emphasized. To fulfill this requirement it is felt 
that MFCC are most suitable as they emphasize 
low frequency and de-emphasize high 
frequencies. 

3.2 MFCC 
In this phase the digital speech signal is 
partitioning into segments (frames) with fixed 

length 10-30 ms from which the features are 
extracted due to their spectral qualities. Spectrum 
is achieved with fast Fourier transformation [20]. 
Then an arrangement of frequency range to mel 
scale follows according to relation  








 +=
700

1log2595 Hz
mel

f
f   (7) 

By logarithm of amplitude of mel spectrum and 
applying reverse Fourier transformation we 
achieve frame cepstrum:    

[ ]|))(|(log

)(
1 frameFFTmelFFT

framecepstrummel
−

=−
 (8) 

The FFT-base cepstral coefficients are computed 
by taking IFFT of the log magnitude spectrum of 
the Speech signal. The mel-warped cepstrum is 
obtained by inserting a intermediate step of 
transforming the frequency scale to place less 
emphasis on higher frequencies before taking  
the IFFT [13][21][22]. 

3.3 Support Vector Machine 
Support vector machine (SVM) is a powerful 
discriminative classifier that has been recently 
adopted in speaker recognition. It has been 
applied both with spectral [50, 51], prosodic [46, 
53], and high-level features [51]. Currently SVM 
is one of the most robust classifiers in speaker 
verification, and it has also been successfully 
combined with GMM to increase accuracy [50, 
52]. One reason for the popularity of SVM is its 
good generalization performance to classify 
unseen data. 
 

 
Fig. 5: Principle of support vector machine 
(SVM). A maximum-margin hyperplane that 
separates the positive (+1) and negative (-1) 
training examples is found by an optimization 
process.  
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The SVM, as illustrated in Fig. 5, is a binary 
classifier which models the decision boundary 
between two classes as a separating hyperplane. 
In speaker verification, one class consists of the 
target speaker training vectors (labeled as +1), 
and the other class consists of the training 
vectors from an “impostor” (background) 
population (labeled as -1). Using the labeled 
training vectors, SVM optimizer finds a 
separating hyperplane that maximizes the margin 
of separation between these two classes. 
Formally, the discriminant function of SVM is 
given by [50], 

( ) ( )
1

,
N

i i i
i

f x t K x x dα
=

= +∑   (9) 

 
Here ti ε {+1,-1} are the ideal output values, 

1

0 and 0
N

i i i
i

tα α
=

= >∑ . The support vectors 

xi, their corresponding weights αi and the bias 
term d, are determined from a training set using 
an optimization process. The kernel function K (. 
, .) is designed so that it can be expressed as 

( ) ( ) ( ),
T

K x y x yφ φ= , where )(xφ is a 

mapping from the input space to kernel feature 
space of high dimensionality. The kernel 
function allows computing inner products of two 
vectors in the kernel feature space. In a high-
dimensional space, the two classes are easier to 
separate with a hyperplane. Intuitively, linear 
hyperplane in the high-dimensional kernel 
feature space corresponds to a nonlinear decision 
boundary in the original input space (e.g. the 
MFCC space). For more information about SVM 
and kernels, refer to [54, 55]. 

4. Conclusions 

The objective in this paper was mainly to 
demonstrate the significance of the speaker-
specific prosodic information (source) present in 
the linear prediction residual for speaker 
segmentation. We propose speaker specific 
prosodic features for speaker indexing system. 
This LP residual (source), which is generated by 
LP analysis, is usually ignored in all the major 
applications of speech analysis like speaker 
recognition. Only LPC coefficients are used to 
compute the feature vectors. But the residual 
signal is rich with prosodic characteristics, which 
are also speaker-specific. Hence, the information 

present in the residual signal can be used for 
speaker indexing task and it can effectively 
modeled by Support Vector Machines (SVMs). 
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